I can answer your questions about MICT, likely.

Servers: 1 SQL Server (Clustered, which is two servers, one for failover), 3 Web servers (Web servers are virtualized)

SQL Server is the database server. It has 1 TB of RAM, 4 TB of HD space. Most of this is to store documents. MICT itself is 150 GB or so. We have 64 processors on that machine as well, but because of other issues, we limit threading to 8 processors per request. Currently MICT runs on SQL 2008 R2 Enterprise, but we will be jump upgrading to SQL 2014 Enterprise in a month or so. The box has a little local storage, but MICT itself resides on a SAN. The SAN has no spinning drives and has a front end cache as well. This optimizes the disk transfers and reduces overhead.

The 3 Web servers run Windows Server 2012. We use IIS version 7. The Web servers have about 16 GB of RAM allocated, but they don't use anything like that, even when we're busy.

We have a physical load balancer that runs in front of the servers to decide which server to send the page request to.

MICT is written in .Net version 4.5. The primary language is VB.NET < Caution-http://VB.NET > . The front end is all ASP.NET < Caution-http://ASP.NET > . We have several other development pieces that add to VB.NET < Caution-http://VB.NET > . but that's the root.

We support up to about 30,000 users simultaneously on our highest days. There are about 150,000 active accounts and a million when you include inactive.

System requirements are lower if you're going to support fewer users. Because this is enterprise software, we scale both up and out where we can. In my development environment I can run the program on one machine that has about 16 GB of RAM. This runs both the web and the database portion of the program.

Hopefully, this is enough to get you started. Let me know any follow up questions you have.





Terms to research:

Physical Load Balancer

http://searchnetworking.techtarget.com/definition/hardware-load-balancing-device
The use of an HLD minimizes the probability that any particular server will be overwhelmed and optimizes the bandwidth available to each computer or terminal. In addition, the use of an HLD can minimize network downtime, facilitate traffic prioritization, provide end-to-end application monitoring, provide user authentication, and help protect against malicious activity such as denial-of-service (DoS) attacks.

https://f5.com/resources/white-papers/load-balancing-101-nuts-and-bolts



.Net version (software) 4.5

[bookmark: _GoBack]
Primary Language VB.Net
Front End is ASP.Net

Web Servers
Windows Server 2012
IIS version 7

SQL Server  (Database server has 64 processers)  2008 R2 Engine
What is threading?  8 processors per request
Cluster servers?  (2 servers with one fallover?)
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